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Overview

Finding the correct category (class) of a new unclassified document
Our methodology applies for narrative text

Two techniques:

— Based on the distance (similarity) between the new unclassified document and
all the pre-classified documents of each class

— Based on the similarity of the new document to the “Average class document” of
each class

We use key-phrases (text phrases or key terms) as the distinctive features
of our text classification methodology

Our method is based on the automatic extraction of an authority list of key-
phrases that is appropriate for discriminating between different classes

We apply this methodology in handling Greek texts

Discuss key concepts, algorithms, critical decisions
(e.g. use of stemming of words in order to produce the key-phrases instead
of using key-phrases based on the inflected words).

A number of parameters of the mining algorithm are also fine-tuned.

The parameters and the system are evaluated using two training-sets (test
collections)

Useful conclusions are drawn and discussed
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representation of existing classified
documents (training set)

Authorized List of Key-Phrases
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Classification Labels or Clas&ﬁcatmn Codes (CC)

« A predefined (authorized) list of key-phrases

« Each document (of the training set) is represented with a vector where
each element of the vector imprints the existence (1) or not (0) of the
corresponding authorized key-phrase (kp) in the document.

« The last item of each vector is the classification label (classification
code) of the document
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Similarity between a new document
and the documents of the training set
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» Unclassified document D, is represented by vector

 mis the number of key-phrases used in the collection
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TF - IDF
kij ={0]1}

» the weight of key-phrase j in some pre-classified document D, gets
the values 0 (not existent) and 1 (existent)

« Since key-phrases (sequences of words in specific order) are
selected because they are frequent within the documents of one or
few classes but are not so frequent in the documents of the rest
classes, even a single existence of some key-phrase in a document
Is an outstanding mark

ClassCount
ClassFreq;,

d; :Iog2

« ClassCount is the number of classes of the training set
* ClassFreq; is the number of classes that include the key-phrase |

Nikitas N. Karanikolas — International Lectures — UNS — June 2017 — Classification on Phrases



First methodology:
Average similarity with a class

Having the similarities of a new document against any document of
the training set, we are able to compute the average similarity of
the new document with the classes of the training set. The following
function can be used for measuring the average similarity of a new
document (D,,,) With the documents of some class (CL,)

2.S(D; Dy

DJ EDCLi

DCL,|

S"(DneW’CLi) —

DCL, is the subset of the training’s set documents that are
pre-classified as members of class CL,

IDCL,| is the population of documents that constitute DCL,
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Representative key-phrases
Average class document

RCL, = {kpCL,,,kpCL.,,....kpCL,, |

* kpCL; is the j-(key-phrase) of the
representative key-phrases of class CL.
* r defines the number (the population) of

the representative key-phrases for the
specified class CL, (r = |[RCL;|)
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Second methodology:
Similarity with the Average class doc
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D’ .. is a set of key-phrases. It is the subset of authorized key-phrases existing in the

new

new, unclassified, document. N. Karanikolas — Int. Lect. — UNS — June 2017 — Classification on Phrases




Automatic extraction of an Authority

list of key-phrases — wrong way

Selection of sequences of words, which have high frequencies in the
documents of the training set. However, key-phrases that exist in many
documents of the whole training set do not discriminate between
documents.

Selection of sequences of words existing in few documents but are
quite frequent within them
A candidate key-phrase that exists in many documents of only one class
(and not in another class) could be erroneously rejected if the number of

the documents of this class is greater than the number of documents of
other classes.

A candidate key-phrase could be erroneously chosen if it exists in a small
subset of texts of a “dense” class and all these texts are dedicated on a
specific subtopic of the topic of class.

The few documents that the candidate key-phrase exists could be “spread”
within several classes
The KEA approach identifies a small number of the document’s
phrases based on TF-IDF and distance of the phrase’s first occurrence
from the beginning of document

documents originating from sister classes (classes descent from a common
parent) can share the same key-phrases for describing their content but
using these common key-phrases does not permit to classify correctly
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Automatic extraction of an Authority
list of key-phrases — suggested way

« Extract key-phrases which are frequent within the
documents of one or few classes but are not so frequent
In the documents of the rest of the classes of the training
set

 Words that constitute key-phrases must always respect
distance constraints. They must coexist in a specific
window size. The window size is not constant but its size
dependents on the number of words that constitute the
key-phrase.

* For example the window size for a 2-word key-phrase
could be defined to be 5, while the window size for a 3-
word key-phrase could be defined to be 7
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ALCA

Authority List Creation Algorithm

For every class (CL;) of the training set do

For every document of the class (DCL;) do
Stemming
stopwords removal

End {For every document of the class;}

Choose the most frequent stems of the class (P parameter)
Form the candidate double word phrases ((;) from the frequent
stems (L;)
Choose the most frequent doukle word phrases (L;)
(W, and P; parameters)
For x=3 to mpc do
Form the candidate x - width word phrases (()) from the
frequent (x-1) - width word phrases (L, ;)
Choose the most frequent x — width word phrases (L)
(P.; and W, ; parameters)
End {For ==3 to mpc dot}
Compose an integrated list by Joining L, (for x=2,3,..,mpc).
This join, forms the frequent word phrases of class (FCL))

End {For every class of the training set}]
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P
H'I
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P,

ALCA

Integrate / Join the lists of frequent word phrases of all classes
of the training set

Reject the frequent word phrases that exist 1n many classes
(P, parameter). The rest of the frequent word phrases form the
set of key-phrases or Authority List or Global Authority List

Form the Dictionary of lerms. It is the list of stems that are
components of the key-phrases of the Authority List.

maximum number of phrase constituents,
mimnimum percentage of texts of the class that must contam a frequent stem,
width of window that covers (i+/7)-words phrases, 1 € [1.2,... .mpc-1],

mimimum percentage of texts of the class that must contam a frequent (i+/)-words
phrase,1 < [1,2,... mpc-1],

maximum percentage of classes that can contain an Authority List’s key-phrase.
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Forming candidate x-word width key-

phrases from frequent (x-1)-word ones

Step 10 of the ALCA algorithm

The Cartesian product: L1 * ... * L1 (x-times)
IS expensive

The search space can be drastically reduced if larger key-
phrases are formed from smaller ones

It is only necessary to test the occurrences of key-phrases
having sub-portions (key-phrases) that are frequent

Influence by the work on frequent item set algorithms.

Two phases:

— The generation phase that combines (joins) couples of frequent itemsets
of k size (couples of L, members) that have k-1 common items and
produces new candidate itemsets of k+1 size (candidate for C,,,)

— The prune phase that removes such candidate k+1 size itemsets
(candidates from C,,,) that include a k size subset that is not a frequent
itemset (not a member of L, )
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In ALCA algorithm there is no need

for a prune phase

The frequent itemsets are sets of items without
any order

On the contrary, in the case of frequent key-
phrases the order of words is a significant
feature

Moreover the window size varies for different
sizes of key-phrases (e.g. window size for 2-
word sequences can be 5, and be 7 for 3-word
sequences)

Thus, in ALCA algorithm there is no need for a
prune phase
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Example of no need for prune

Assume now that our data (documents of the processed class) are the
following four texts:

..A??7B?D...
LA??2?7B?D ...
.A??27?7BD...
..A?B7?D ..

where ? represents a single word that is not one of A, B or D,
represents one or more words such that none of them is A, B or D.

Assume also that L, contains the itemsets AB, AC, BC and BD and that
the generation phase suggest (as candidates for C;) the itemsets ABC,
ABD and BCD

If ALCA algorithm used the prune phase then we would have to discard the
production ABD, since AD is not included in L,. This would be wrong since
the production ABD has 4 occurrences (it is very frequent) in the window of

size 7.
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Examples of generation phase for Cg

AM|K|D|F

' ¥4 o [AIGIM|K|D| F

A|G|M|D|F

AMIRDIF A|BM[K|D|F
¥ 3+ 3 BIAMK|D[F

B|M|K|D|F

AM|D[K]|F

- 3 3|>|G|AM|D[K|F

G|A[M|D|F

« The pairs of L. that we combine have x-2 (= 4) common constituents
(stems)

« The combination (generation) rule produces a new candidate 6-word key-
phrase by keeping the four common constituent words in the same order
and interpolating the unmatched words (according to their original
pOSition) N. Karanikolas — International Lectures — UNS — June 2017 — Classification on Phrases



Parameters and concepts under
evaluation

« use similarities between a given new unclassified
document with every pre-classified document of the
training set versus use similarities between the given
new unclassified document with the Average class
documents for each class

« use of (Global) Authority List versus use of Class
specific Authority sub-Lists for indexing the
documents of the training set

« what is the best P, parameter (remind that the ALCA
algorithm creates separately the frequent word phrases
list for each class (FCL,), it merges these lists and finally
rejects the frequent word phrases that exist in many
classes with regard to the P, parameter)
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(Global) Authority List versus
Class specific Authority sub-Lists

L- of the first class (CLy)

Ls of the first class (CL;) continued

1 AKINHTOIIOLENOIK.
2 ANAAHY ANTIC _
3 ANAAHY KAPT 65 OITOLAIAPPHE.
1 ANAAHY XPH 66 ONOLEIYNEX.
67 [IAPABLEIZHA®,
16 ATDAAN TYNEPT.
17 ATOM.KATHT OPOY. 88 XAPAKTHP.TPOIL
18 AYTOKIN. OITOL 89 XPHHAEKTP.
19 AYTOKIN.ZYNEX. 90 XPH. TIMAA®.
20 ADAIP. ANAAHY.

L of the first class (CL,) L4 of the first class (CL,)
ANATSTAT AGAIP. KAPT. 1 ANATTAT AGAIP. KAPT ANAAHY.
ANATTAT TIILADAIP. 2 ANTIK. ASIEYP.TPE.

ANTIK. ASILEYP. 3 AFIEYP.TPE.APATT.

AFIEYP.TPE. 4 AZIEYP.TPE.EIZHA®.

ATDAN ATIOYVIZ.ENOIK. 5 ATOMEKATHTOPOY.KAOILAIAPPHE.
TPOILAPA TYTKEKPL 22 OMA. ®OP.AIETIPAT. KA OIL

D OP.AIEITIP AT. ATAKEKPL 23 TIMLADAIP. KAPT. ANAAHY.
DOP.AIEIIPAT. KAOIL 24 TPE.APAST.IIAPABLEIZHA®.
NAPAKTHP.APA TYTKEKPL 25 DOP.AIEIIP AT. ATAKEKPILIKAOTL
XAPAKTHP. TPOILT YT KEKPL 26 YAPAKTHP.TPOILAPA SYTKEKPL




(Global) Authority List versus
Class specific Authority sub-Lists

L2 has 90 key-phrases, L3 has 52 key-phrases and L4 has 26 key-
phrases

FCL1 has 168 (= 90 + 52 + 26) key-phrases.

The populations of the frequent word phrases of the other classes are 24,
14, 113 and 34, respectively.

There are some key-phrases that exist in more than one class. For
example, key-phrase “ATOM.KATHI'OPQY.” exists also in FCL3, key-
phrase “AYTOKIN.ZYNEX.” exists also in FCL4 and key-phrase
“OlMNOIL2ZYNEX.” exists also in FCLS5.

There are 9 key-phrases that exist in two classes.

We can summarize that the discussed training set has

— 353 (=168 + 24 + 14 + 113 + 34) key-phrases,

— 335 of those exist only in one class,

— 9 of those exist in two classes,

— there are 344 (= 335 + 9) discrete key-phrases.
If we decide to reject frequent word phrases that exist in two or more
classes (according to step 16 of the ALCA algorithm) then:

— the (Global) Authority List is reduced to 335 (from 344) items,

— the Class specific Authority sub-Lists are reduced to have 165, 21, 10, 109

and 30 items, respectively.
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(Global) Authority List versus
Class specific Authority sub-Lists

As it is provided earlier, the (Global) Authority List has 335 items and the Class
specific Authority sub-Lists (one for each of the five document classes) have 165, 21,
10, 109 and 30 items, respectively.

Using the Class specific Authority sub-Lists for indexing the pre-classified documents
of the training set we actually restrict the method to use only the 165, 21, 10, 109 and
30 key-phrases while indexing the documents of the five classes, respectively.

Consequently, the extracted lists of representative key-phrases (one for each class)
are equivalent to the corresponding Class specific Authority sub-Lists.

However, using the (Global) Authority List, while indexing any document of the
training set, results in finding and using 192, 49, 30, 122 and 47 key-phrases existing
in the documents of the first, second, third, fourth and fifth classes, respectively.

It is possible for some word phrases to be removed (by steps 8 and 11) by some
class’s frequent word phrases (let say removed from FCL,). However the same word
phrases can be used in some others class’s frequent woré phrases (let say used in
FCL,) and consequently included in the (Global) Authority List.

Usmg the (Global) Authority List for indexing the pre-classified documents of the
training set, it is possible to use the early rejected from FCL, word phrases while
indexing the documents of class k.

This can happen because some documents of class k contain the sparse, for class Kk,
word phrases. Therefore, the use of (Global) Authority List for indexing the pre-
classified documents of the training set has the consequence of practically extending

the extracted lists of representative key-phrases.
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Other parameters — not evaluated

« The parameters of the ALCA algorithm are:
— the maximum number of phrase constituents (mpc),

— the minimum percentage of texts of a class that must contain a stem in order
to use this stem as a seed for generating candidate word phrases (P,),

— couples (W,, P,) where W, is the window width that a x+1 words sequence
must exist in order to be taken for candidate x+1 words key-phrase and P, is
minimum percentage of texts of the class that must contain a candidate x+1
words key-phrase in order to be accepted as frequent,

— maximum percentage of classes that can contain a key-phrase in order to
not-rejected (P,).
« Since we focus on key-phrase no longer than four words, the system
parameters are P,, W, P,, W,, P,, W3, P; and P,.
* Only the parameter P, is provided to the users.
* The rest parameters are controlled through configuration files.

 The decision to provide a user friendly configuration only for the P,
parameter is based on the following estimation: It is better to relax the
rest of the constraints for the acceptance of a word-sequence as a key-
phrase. Thus a common configuration for the parameters P,, W, P,, W,,
P,, W;, P, (that relaxes the constraints for the acceptance of a word-
sequence as a key-phrase) is used.

Nikitas N. Karanikolas — International Lectures — UNS — June 2017 — Classification on Phrases



Implementation — The Trainer

The classification system is based on a couple of programs: The Trainer
and the Classifier.

The Trainer program conducts two main tasks that the user should
follow:

— creation of the Authority List and also the Class specific Authority sub-Lists,

— indexing of the training set, which can be based on either the key-phrases of
the (Global) Authority List or the Class specific Authority sub-Lists.

The maximum percentage of classes, that can have the same frequent
key-phrase, is determined by the P, parameter. In the implementation of
the Trainer program the user is provided with a handler that adjusts the
maximum absolute number of classes (PtAbsolute), that can have the
same frequent key-phrase.

When the user activates the first task of Trainer, the ALCA algorithm is
activated.

When the user activates the second task of the trainer, every training
document is indexed and in parallel the Average class documents are
created.
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The Trainer’s interface

" TrainFrm [Z| [E| E|

PtAbsolute :IIF

W erboze

Authonty Ligt Creation

Training Set [ndexing
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The Classifier’s interface

P2 ClassFrm

Select a fle far Clazsification and then press the Classify Button

|E:'\Dr Mikitaz N K.aranikolas\clazzifierscollectiond foldshset] stesthclazs 1 WALBPPH=EIZ -k, Browse

classl. ABPPHZEEKADNEE 3kph,  [0.158777) -
classl. ABPPHIEIEKAONEE dkph,  [0.230957) =
clazzl, ABPPHzZEE-EADNEE 5 kph, [0.102240] Nikitas N. Karanikolas —

class]. ABPPHEEIE-KADNEE Bkph,  [0.076360] International Lectures — UNS —

class]. ABPPHEEIE-KADNEE 7.kph,  [0.131812] P

classl. ABPPHIEE-KAONEE Bkph,  [0.053888) June 201 7thf;22z'f'cat'°” on

class]. ABPPHIEE-KAOMEE 9kph,  (0.000000]

class?,  EKMETAAAEYEHANSPONON Zkph,  (0.000000]

class?, EKMETAAMEYEHANBPQNON 3kph,  [0.12539%)

class?, EKMETAAMEYEHANBPQNON 4kph,  [0.000000)

class?, EKMETAAMEYEHANBPQNON Skph,  [0.000000]

clazs?,  EKMETAAAEYTHANBPONON G.kph,  (0.000000]

o Al documents in Training Set

[~ Best matches

(" Ewaluate with rezpect to Average class files

|We suggest clazs clazs1 or clags3 [avg zimilanties with all claz: docs 0117719 4 0.086711]

The user defines a text file that contains the new unclassified document (Browse button). Then,
selects one of the classification methods: “All documents in Training set” or “Evaluate with respect
to Average class files”. The answer is given (in the lower dialog item) as a couple of suggestions
for the best matching class and the alternative (secondary) matching class.



The Classifier’s interface

M ClassFrm

Select a file for Clazzification and then press the Clazzifp Button

|E:HDr Mikitas M K.aranikolashclazsifierscollection foldshzetl stesthclaszs TNABPPH=ZEIZ-KA Browse |

clazzl, [0.163663)

clazz, [0.0533595]

clazz3, (0. 207020] Nikitas N. Karanikolas —

classd, [0.136877] International Lectures — UNS —

clazzh, (0. 110264) June 2017 — Classification on
Phrases

C° Al docurnents in Training Set

" Best matches

o Evaluate with regpect to &verage clazs files

|We suggest clazs clazzd or claze] [zirmilanties with the class avgerages 0207020 ¢ 0.163663)

The “Evaluate with respect to Average class files” classification method
is enabled in the above screenshot and the similarities of the new
document with the “Average class documents” are computed.

The operation of the third (middle) radio button is a variation of the first
one (“All documents in the Training Set”).



Data — preprocessing - Stemming

The inflection of the Greek nouns is related to
— gender (masculine, feminine and neuter),
— number (singular and plural),
— case (nominative, genitive, accusative and dative).
The inflected forms of nouns are usually reflected by suffixes. Therefore,

we have a great number of variations for a single noun. This is also the
case for Greek verbs.

The use of Greek verbs follows mood, tenses, voices (active and
passive) and inclinations and a single verb has a great number of
variations to support the grammatical rules.

The variation of the inflected forms of nouns and verbs make obvious the
need for a lemmatisation lexicon or for some stemming algorithm that
replaces words by stems.

A stemming algorithm has been implemented and has been tested for
many years. It follows a similar approach as Porter’s algorithm (stepwise
replacement of suffixes).

The application of the stemming algorithm over the documents of the
training set is an intermediate step (step 3) of the ALCA algorithm
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Stemming & stopword removal example
Title: EIXAN KANEI THN EAANAAA ANQ-KATQ

First paragraph: Amo aotuvouikoug TG Y.A.E.Z.l. TG YTrodieuBuvong Acgpalcgiag
NA ATTIKNG KOl TwV OIKEIWV Tunuatwyv Ac@QaAgiag, o€ ouvepyaaia PJe CUVOPIAKOUC
@UAakec kal aoTuvopikoucg O.MN.K.E. Tnc A.A. TpikGAwyv, HETA aTTO agloTroinon
oToixeiwv ouveAn@Bnoav ota TpikaAa kai Tov [Neipaid 8 aAAodatroi (7 avopes Kai 1
yuvaika), evw avalntouvrtal 5 akOun ouvepyoi Toug TTou diEuyav TN aUAANWN, ol
oTToiol atroTeEAoUoav PEAN 2 OPAdWYV (OTTEIPES) TTOU DIETTPATTAV DIOKEKPIMEVES
KAOTTEG Kal KAOTTEG TTOAUTEAWYV |.X.E. auToKIvTWwy.

EAA YN ANAP LIIEIP

ANQ OYA ['YNAIK AIETIPAT
AXTYNOM AXTYNOM ANAZ ATAKEKPI
YIIOAIEY®YNX TPIKAA LYNEPI KAOII
AXDAA AZIOITIOI AIEDQY KAOII

ATT 2TOIX LY AAHY [IOAYTEA
OIK LYNEAHOO OIIO AYTOKIN
TMH TPIKAA ATIOTEA Nikitas N. Karanikolas —
AYDAA TTIEIP MEA  International Lectures — UNS -

June 2017 — Classification on

LYNEPI AAAOAAII OMA Phrases



Indexed document with key-phrases

The indexed form based on all the seven paragraphs (as result of the second
task of the Trainer) is the following:

000 EURO.

ATNOQXT ATOM.
APMOAEIFATTEA.
AFDAMN ATT.
AYDAAN FYNEPT .
AYTOKIN.OIIOL
ADATP AYTOKIN.
ADATP TIMAAD.

APATP TIMAAD HAEKTP.

ADATP XPH.
APATP XPH HAEKTP.
ADATP XPH TIMAAD.
BAP OAHT .

BAP OAHI EIZATTEA.
ATAKEKPI KAOITL.
ATAMIIEPIOX.
AIAMIIEPIOX ATT.

AIAPPH= OIIOL

AIEITPAT AIAKEKPL
AIEITPAT AIAKEKPIL KAOIL
AIEITPAT KAOIL
APA YT KEKPL

EATOX EATAYXEO®.
KATOX EAE.
EAEAYTOKIN.
EAEAYTORKIN OIIOL
EAOILAIAPPH=.

MEA FTIEIP.

OAHI APMOA EIZATTEA.
OAHI ETXAITEA

OMA $OP.

OMA SOP AIETIPAT.

OMA DOP AIETIPAT ATAKEKPIL
OMA $OP AIETIPAT KAOIL

ITEPIOX ATT.

TIOPTIIAPAGYP.

TIMAAD® HAEKTP.

TPOILAPA.

TPOILAPA *YTKEKPL
TPOILEZYT KEKPL

DOP AIETIPAT.

DOP AIETIPAT ATAKEKPL

DOP AIETIPAT ATAKEKPI KAOIL
QOPAIEIIPAT KAOIL
XAPAKTHP APA

XAPAKTHP APA XYT KEKPL
XAPAKTHP . TPOIL

XAPAKTHP TPOIILAPA YT KEKPL
XAPAKTHP TPOIIXYT KEKPL
XPH HAEKTP.

XPHTIMAAD.
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Data — Training sets — 15t collection

« We used two different collections of documents

* The first collection (from the magazine “Police
Inspection” and the issues of 2004 and 2005)
has 5 classes

— housebreakings and robberies (in Greek: “dlappngelg
Kal KAOTTEG”) items 9

— plmplng pandering and presumes upon humans
(“HaoTpoTTEia Kal EKMETAAAEUON avOpwTTWVY”) items 6

— electronic crime (“NAekTPOVIKO EyKANUA®) items 4
— drugs ("vapkwTika”) items 11
— forgery (“TTAacToypa@ia) items 5
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Data — Training sets — 2" collection

* The second collection has 7 classes

« Documents are patient discharge letters from the
Areteion University Hospital (Athens, Greece):

“obstruent icterus” (ICD9 code: 0010, Greek term:
“aTTOQPAKTIKOGC iKTEPOC') 4 items

“Echinococcosis, unspecified, of liver” (122.8, “ExIvokokkiaon
TOU ATTATOG, UN KaBopiouévn’) 4 items

“Malignant neoplasm of stomach” (151, “kakor}0n veotTAdouaTa
TOU OoTOouAxou”) 4 items

“Malignant neoplasm of colon” (153, “kakorOn veotTAdouara
TTAXEOC EVTEPOU, TTAN)V 0pBoU”) 4 items

“Malignant neoplasm of Sigmoid” (153.3, “kakor|én veotrAdopaTta
OIyMOoEId0oUG’) S items

“Malignant neoplasm of rectum” (154.1, “kakonBn veotrAdouara
opBou”) 4 items

“Malignant neoplasm of liver, primary” (155.0, “kakonon
VEOTTAQOUATA ATTATOC, TTPWTOTTABECY). 4 items
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Document from the 2"9 collection

Discharge Diagnosis

Primary malignant neoplasm of the liver
Admitting Diagnosis

Liver cancer

Past history and Presentation

71 years old male patient with a history of a AAA (Abdominal Aortic Aneurysm) repair 13 months ago
suffers with RUQ (Right Upper Quadrum) pain and a palpable mass of two months duration. An
abdominal CT scan showed a 12 cm tumor in the right lobe of the liver and a smaller one in segment V.
He is admitted for surgical treatment.

Progress notes

The pt. underwent a full pre-op evaluation including vascular consultation and cardiac and pulmonary
evaluation. An MRI showed a multifocal liver tumor that proved to be by a FNA (Fine Needle Aspiration) a
moderately differentiated primary hepatocellular carcinoma. An upper and lower Gl (Gastro Intenstinal)
endoscopy, as well as a chest CT scan were negative. On 31/8/00 he underwent an extended right
hepatectomy and was transferred to the ICU (Intensive Care Unit). His post-op course was complicated by
pulmonary and liver failure. His bilirubin reached 12.7mg/dl and his AST, ALT and yGT were markedly
increased. His renal function also deteriorated with a peak creatinine level of 2.9 mg/dl. Eventually his
condition improved and was transferred to the ward where he was treated with diuretics and TPN (Total
Parenteral Nutrition). On POD (Post Operative Date) #8 he developed wound infection and the wound
was opened and drained. He also received appropriate antibiotics. He developed also decubitus ulcers,
which were surgically debrided. On POD#15 his condition improved, was started on oral feedings and was
ambulated. His albs showed improvement. Eventually his ascites diminished and his liver and renal
function improved. He was discharged with the following labs: bil=4.9 mg/dl, alb=2.3g/dl, cr=1.75 mg/dl,
yGT=136, WBC=6600 and Ht=35.3%
Discharge orders

High protein diet

Return for a follow up visit in 4 months
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Experiments — data folds

Training Set TS forthe | TS forthe | TS for the TS for the

documents Class2 Class3 Class4 Classb

(TS) for the

Classl
Foldl |3..9 2..6 2.4 3..11 2..5
Fold2 [1,2,5..9 1,3..6 1,3,4 1,2,5..11 1,3..5
Fold3 (1..4,7..9 1,2,4..6 |1,2,4 1..4,7..11 |1,2,4,5
Fold4 [1..6,9 1..3,5,6 |1..3 1..6,9..11 [1..3,5
Fold5 |1..8 1..4 1..4 1..8 1.4

4 folds in a similar way defined for the 2nd collection
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Expriments

We executed the Trainer program and chose the use of
(Global) Authority List. Next, we executed the Classifier
program and chose the Average class document (S’), in
order to classify the test documents of the elaborated
combination. We counted how many documents were
correctly classified and how many documents were
erroneously classified.

We repeated the classification of test documents using All
documents (in Training Set) (S and S”) instead of using

Average class document. Again, we counted the correctly
classified documents and the erroneously classified ones.

We executed the Trainer program but now chose the
Class specific Authority sub-Lists instead of (Global)
Authority List. We executed the Classifier using,
consecutively, Average class document (S’) and All
documents (S and S”).
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Results according to the first systems’
suggestion with PtAbsolute=1

70
60
60 | 54 ! 555 54 54 L
50
50
40 @ Areteion
m Police Inspection
30 - O Average
20 -
10
0 I I

“Class specific “Global AL" + “Class specific “Global AL” + “All

AL” + “Average “Average class AL” +“All documents”

class document” document” documents”
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Results according to the first systems’
suggestion with PtAbsolute=2

70
60
, 57 57 98,5
50
50
40 @ Areteion
@ Police Inspection
30 - O Average
20
10 -
O I I I

“Class specific “Global AL” + “Class specific  “Global AL” + “All

AL” + “Average  “Average class AL + “All documents”

class document” document” documents”
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Results according to the first systems’
suggestion with PtAbsolute=3

70 63 o
53
50 52
50 43
40 | O Areteion
m Police Inspection
30 O Average
20
10 -
O I I I

“Class specific “Global AL” + “Class specific “Global AL” + “All

AL” + “Average “Average class AL” + “All documents”

class document” document” documents”
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Conclusions (1/2)

» According to the results presented and considering the
average collection results (yellow — third — bar in each
triplet of bars, in each figure), we can conclude that the
classification method “All documents™ performs better
than the “Average class document” classification
method.

« Moreover, by the same figures, we can conclude that the
usage of “(Global) Authority List” (“Global AL”) performs
marginally better than the usage of “Class specific AL".

« The best combination is the classification method “ All
documents” (activated by the Classifier's interface) with
the creation and usage of the “Global AL” (activated by
the Trainer's interface).
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Conclusions (2/2)

The average success rate of the system when the best
systems parameters are used (“All documents”, “Global
AL” and PtAbsolute in {2|3}) is 58,5% whenever only the
first systems suggestion is used.

It is increased to 75,0% when both systems suggestions
are used.

the “Global AL” does not perform definitely better than
the “Class specific AL” and should be evaluated for each
specific collection in conjunction with the other
parameters

The results given with the “Average class document”
method are not so disappointing. This gives us
permittion to build cheap text classification systems
using the “Average class document™ method.
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Text classification
based on phrases

* Thank you for your attention,

* | will try to answer Questions.
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